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SUMMARY 

A weakly-compressible formulation for Large Eddy Simulation (LES) is shown to be a suitable 
tool for simulation of fan flow as a part of a fan noise prediction effort. LES can directly capture 
the inertial-range turbulence that produces the broadband component of the noise. In the present 
formulation, the density and pressure are coupled in each time step through an isentropic 
relationship. When solved using a fractional-step method, this density-pressure coupling leads 
to a Helmholtz system for pressure that implicitly captures the acoustics without introducing 
additional numerical stiffness. The method is applied to an experimental configuration and 
shows good agreement with both integral parameters and flow velocity statistics.   

INTRODUCTION 

The traditional approach to industrial fan design has historically been using empirical trial-and-error 
methods based on rapid prototyping, expert knowledge and intuition.  However, in current 
environment the development of new design concepts must rely on methods that are able to account 
for three-dimensional unsteady flow patterns.  A notable increase in importance of aero-acoustic 
performance of new fans means that the design tools should be able to predict not just the time-
averaged flow but also turbulent intermittency which is generally responsible for the broadband 
component of the flow-borne noise.  By developing virtual prototypes one can identify potential 
design problems and solutions to these at early stages of the design process thus reducing the 
development costs.  This can be one of the reasons for the observed increase in CFD effort in 
industry. 

In turbomachinery and fan design, Reynolds-averaged Navier-Stokes (RANS) and unsteady RANS 
(URANS) are well-established methods that are able to predict time- or ensemble-averaged 
quantities.  However, prediction of intermittency-related phenomena such as noise is extremely 
challenging with these methods.  A significant improvement can be achieved if URANS is paired 
with Large Eddy Simulation (LES), a method that computes locally-averaged flow quantities.  LES 
is able to account for unsteady flow effects with high accuracy, albeit at higher cost.  Coupling LES 
and RANS can be used to capture at least part of the unsteadiness of the flow [1]. 

At the moment, attempts to run a full-scale LES of turbomachinery appear scarce in the open 
literature (e.g., [2-4]).  Due to significant computational cost if compared to RANS, LES is usually 
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reserved for parts of components [5,6], small domains, or to gain a physical insight into a particular 
unsteady phenomena, e.g., trailing-edge airfoil noise [7,8].  However, sustained advancements in 
the area of High-Performance Computing (HPC) are making it possible to incorporate LES in the 
product development process in the near future.   

The present work focuses on an LES simulation of a flow through a free-tip automotive cooling fan.  
We utilize the code VIDA from Cascade Technologies, which solves a weakly compressible version 
of the Navier-Stokes equations in the rotating reference frame.  The density perturbations are 
assumed to be isentropic which leads to solution of Helmholtz system for pressure, which in turn 
leads to a significant speedup in the run-time when compared to a fully incompressible LES.  The 
results are validated by means of comparison with state-of-the-art PIV measurements in the fan 
wake. 

 

APPROACH AND IMPLEMENTATION 

The LES code VIDA solves the spatially-filtered Navier-Stokes equations on unstructured grids 
using a mixed finite volume / finite element discretization [9]. The unknowns are stored at the 
nodes of a general unstructured grid, with dual volumes constructed around each node using the 
median-dual approach – see Figure 1. 

  
Figure 1: Schematic of dual formulation showing location of velocity, pressure and density at the nodes (including 
along boundaries), and face-based normal momentum components. In 3D (right), the fluxes between nodes are 
evaluated for each internal triangle made up of edge-face-cell centers (Ne’), and for each boundary triangle made up of 
node-edge-face centers (Nf’). 

To minimize the numerical dissipation in the solver while still maintaining numerical stability, the 
spatial discretization of convective terms uses a mixture of a central difference scheme and a third-
order upwind scheme, where the relative fraction of the upwind scheme is computed locally based 
on the lack of skew-symmetry in the central differencing operator [10]. In this way, in regions of 
very high quality Cartesian meshes, where the differencing operator is skew-symmetric, there will 
be no numerical dissipation resulting from the convective discretization. Viscous terms, including 
the molecular viscosity and sub-grid eddy-viscosity from the sub-grid model are discretized using a 
linear finite element method. 

The time discretization is now described in some detail, as it is the particularly unique aspect of the 
solver. Due to the collocated nature of the formulation, the discrete continuity equation is enforced 
on a velocity field interpolated to the flux triangle locations at the edges (Ne’ in Figure 1). In each 
time step, the algorithm proceeds as follows: 



FAN 2015   3 
Lyon (France), 15 – 17 April 2015 

1. Predict the edge-based momentum to the new time level using Adams-Bashforth 
extrapolation from the previous 2 time levels. 

2. Solve a Helmholtz system for pressure and correct the edge-based momentum and node 
based density to discretely satisfy continuity at the new time level. In the Helmholtz system, 
pressure and density are linked using the isentropic relation  ρ ′ = 𝑝′/𝑐2, where c is the 
(prescribed constant) sound speed in the simulation. As a result, instead of the Poisson 
equation, the pressure p is computed as solution to the Helmholtz equation: 

−
1

(𝑐 ∆𝑡)2
𝑝′ + 𝐷𝐺𝑝′ =

1
∆𝑡
𝐷(ρ𝑢)∗ 

Here, D is the discrete divergence operator,  is the speed of sound, G is the discrete 
gradient operator, (ρ u)* is the predicted momentum at the edges, and  𝑝′ is the fluctuating 
component of the pressure. 

3. Solve the linearized momentum equation using the frozen edge-based momentum and node-
based density field computed in the previous step. This step includes the pressure gradient 
term based on the pressure from the previous time step. 

4. Finally, solve a second Helmholtz system for pressure, and correct both edge-based 
momentum and node-based density fields, once again assuming an isentropic relation 
between pressure and density. 

In all present cases, sub-grid scale turbulence fluctuations were modeled using the Vreman model 
[11]. Unlike simpler closures such as the Smagorinsky model [12,13], the Vreman model behaves 
reasonably well near resolved walls, effectively switching off and properly predicting the wall shear 
stress. 

To verify the expected 2nd-order accuracy for both flow and acoustics, an isentropic Euler vortex 
was computed [14]. The Euler vortex is an exact solution to the compressible Euler equations. 
Figure 2 shows the convergence of the method with grid refinement, confirming the second-order 
behavior. 

A significant advantage of the Helmholtz system is its improved condition number relative to the 
Poisson system, making it faster to solve in each time step, and improving scalability, particularly 
for very large-scale simulations where the Poisson solver becomes a critical bottleneck. Overall, 
VIDA running with the Helmholtz pressure equation is about 30% faster than the fully 
incompressible VIDA running with the Poisson pressure equation.  

ENGINE COOLING FAN SIMULATION  

Domain configuration and simulation parameters 
The schematic of the LES domain configuration is given in the Figure 3.  The computational 
domain was chosen to correspond to the experimental setup for the PIV measurements that were 
used to validate LES [15] as well as to a setup in Bosch anechoic chamber where the acoustic 
measurements were taken [16].  The domain consists of upstream and downstream sections of a 
circular pipe with fan and shroud in the middle.  The pipe diameter is 0.7m, both upstream and 
downstream sections are roughly 1m in length, and the fan diameter is set to 0.32m.  The 
significance of the upstream side extent of the duct was strategically different between each setup – 
for the LES computation domain and the PIV facility, the upstream duct was primarily a mean to 
provide controlled inflow condition for the fan. For the LES computation domain, the space is also 
used to attenuate the reflection of acoustic waves at the numerical boundary.  This was done via 
utilization of a numerical sponge upstream of the fan, in which a numerical scheme with high 
numerical dissipation was used (a classic Godunov scheme with piecewise-linear face 
reconstruction algorithm [17]. The downstream section of the pipe terminates with an outlet of 
diameter of 16 cm.   
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For simulation and measurements, the rotational speed was equal to 2630 min-1, the volumetric flow 
rate was fixed at 0.53 m3/s, which in experiments resulted in the pressure rise of approximately 75 
Pa across the fan (referred to as “operating point 2”, or OP2).  The operating point OP2, along with 
the fan performance curve is shown in the Figure 4.  This particular operating point was chosen for 
the LES validation due to availability of experimental data for both flow and noise and also due to 
the apparent absence of any natural unsteadiness in the flow such as rotating stall. 

 

 
Figure 2: Reduction in L2-error for density and velocity with grid refinement, compressible isentropic Euler vortex test 
case. 

 

 

 
Figure 3: Schematic of the computational domain.   Figure 4: Fan performance curve and operating point OP2. 

 

As the inlet boundary conditions, a prescribed mass flow rate was specified, and at the outlet 
ambient pressure boundary conditions were chosen.  The acoustic setup in addition had a parabolic-
shaped bell-mouth attached to the front end of the pipe, but LES domain terminated in a simple 
circular inlet, and a uniform inflow was assumed.   

To reduce overall computational cost of the simulation, the “spin-up” runs were performed on a 
series of computational meshes with successive refinement.  Once the simulation reached a steady 
state, as determined by the stabilization of pressure rise across the fan and the overall mass flow 
rate, the full simulation was ran for about 0.5 seconds (about 20 fan rotations) during which the 
statistics were gathered.   
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To take advantage of the symmetry of the domain, the computations were performed in the rotating 
reference frame.  However, the simulation was not confined to a single blade [5] and included full 
domain.  This was done to set up a framework for successive LES of phenomena with characteristic 
frequencies other than the blade passing frequency (BPF), such as rotating stall and tip vortex 
meandering (e.g., [1], [18-20]). 

Computational mesh 

   
a) b) c) 

Figure 5:  Illustration of the ADAPT refinement and projection algorithm – refinement in the hub area of the engine 
cooling fan.  a) Skeletal mesh; b) refined mesh without boundary projection; c) refined mesh with boundary projection. 

  
a) b) 

Figure 6: Different refinement criteria: a) two refinement windows were specified with target cell dimensions; b) 
curvature-based refinement. 

 
 

Figure 7: A slice of computational domain with mesh. Figure 8: VIDA scaling on 47M node mesh. 

The mesh generation was performed in two steps.  As a first step, a very coarse (“skeletal”) mesh 
was generated in the domain using ANSYS Mesher.  During the second step, the skeletal mesh was 
refined by a modified ADAPT tool from Cascade Technologies[10].  The algorithm refines the 
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given mesh in user-specified areas and keeps the domain boundaries conformal to the surfaces that 
are given as a separate input.  An example of this refinement is given in the Figure 5, where we 
show the skeletal surface mesh on the fan hub and blades, together with the refined mesh – with and 
without the projection. 

Various mesh refinement algorithms can be employed based on different criteria, such as explicit 
refinement window in space, proximity to a given surface or the curvature of the given surface.  
Figure 6 shows the surface part of two meshes mesh around a fan blade that were refined based on 
two different directives: the panel a) shows the result of the window-based refinement in which the 
refinement region is specified explicitly together with the desired cell size,  while the panel b) 
shows the result of the surface curvature-based refinement. 

Figure 7 shows a slice of the computational domain along the fan axis with computational grid.  For 
the engine cooling fan case, the computational mesh was generated that had 47 million cells, using 
successive refinement around the fan blades.  The minimum linear cell size was set to 0.2 mm close 
to the fan blade surfaces, and the maximum cell size was close to 2 cm (near the inlet area).   

 

RESULTS AND DISCUSSION  

Flow field 

  
Figure 9: Velocity magnitude at three radial locations. Figure 10: Ratio of subgrid to molecular viscosity at three 

radial locations. 
 

The large-scale flow structures that develop around the fan blades are shown in Figures 9 and 11.  
The velocity (in the laboratory reference frame) is shown in the Figure 9, at three radial positions 
around the blade.  The wake structure from the preceding blade can be clearly seen at all three 
radial positions.  We also illustrate the complexity of the vortical structures generated by the flow 
by plotting the iso-surfaces of enstrophy and the parameter λ2 for the identification of vortex lines 
[21-23].  To verify the degree of mesh resolution in our simulation, the ratio of subgrid to molecular 
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viscosity is plotted in the Figure 10.  As can be seen from the Figure, the flow around the blade is 
well-resolved, and the effects of the SGS model are most prominent in blade wakes and further 
downstream.  Pressure contours on the blade surface (Figure 11c) show that the simulation captures 
the streaks, developing hairpin vortices and separation zones on the fan blade, which results in good 
prediction for the shaft torque.  Note that we did not use any wall models in our LES, but in 
subsequent work an LES wall model will be introduced. 

 

   
a) b) c) 

Figure 11: a) Isosurface of constant enstrophy (ω2=2.25e+6) colored by the velocity magnitude; b) Vortex identification 
using λ2-criterion; c) Pressure contours on fan blade surface. 

 

Computational cost and code scaling 
The computational cost of the simulation was approximately 12,000 CPU-hours per single fan 
revolution.    It should be mentioned that the production run was performed with the time step 
(dt=1e-6 s) that was much smaller than the optimal, due to the high sampling rate for the purpose of 
gathering acoustic data that matched the sampling rate of the acoustic measurements in the anechoic 
chamber.  The maximum CFL number in the computational domain was observed to be close to 1.5.  
Because VIDA utilizes implicit time stepping, the time step could be much larger, thus reducing the 
needed computational time. 

The code exhibits good parallel scaling, which is shown in the Figure 8.  As can be seen, the 
speedup exponent appears to be close to linear.  The scaling study was performed for the number of 
computational cores between 120 and 900 during the production run, which included the I/O time as 
well as the time spent on gathering and writing on-the-fly statistics, such as averaged quantities and 
their standard deviations at arrays of probe points. 

Experimental data 
The validation of the flow solver was performed using combination of experimental data from 
several sources.  The velocity data from LES was compared to Particle Image Velocimetry (PIV) 
measurements performed at Johns Hopkins University [15], and the gross parameters (pressure rise 
and shaft torque) were measured at Bosch fan development facility in Waltham MA [16].   

In the PIV experiment, a sodium iodide solution was used as a liquid, the fan prototype was 
manufactured from clear plastic and the refraction indices of the fluid and fan were matched, which 
allowed for optical access to virtually any location in the flow.  Spatial dimensions of the 
experimental facility, the noise measurement facility and the LES simulation were set to be the 
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same.  In the PIV experiment, the fan rotation rate was chosen to match the Reynolds number the 
flow in LES simulation.  For more details on the experimental setup and technique, see [15]. 

Figure 12 shows the PIV measurement area, which consists of nine measurement windows.  The 
measurements were phase-locked, with ten phases being uniformly distributed between adjacent fan 
blades.   The phases were named P0 through P9, and as a reference, the phase P1 was chosen so that 
it intersects the forward-most point of the fan blade tip (see Figure 13). 

 
Figure 12: Location of PIV windows. 

 
Figure 13: PIV phases.  Intersection of the fan and the measurement plane are shown as shaded areas. 

 

  
Figure 14: Comparison between LES and experimental measurements for phases 0 and 1. 
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Figure 15: Comparison between LES and experimental measurements for phases 2 and 3. 

 

  
Figure 16: Comparison between LES and experimental measurements for phases 4 and 5. 

 

  
Figure 17: Comparison between LES and experimental measurements for phases 6 and 7. 
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Figure 18: Comparison between LES and experimental measurements for phases 8 and 9. 

 

Comparison between LES and experimental measurements 
Overall, we found that LES predicted the gross parameters well: the pressure rise was 72 Pa vs. 75 
Pa in experiment, and the shaft torque was predicted at 0.27 Nm vs. 0.29 Nm in experiment.  We 
expect the quality of torque prediction to go up once the wall model is used. 

For further code validation, we compare the mean and fluctuating components of axial and radial 
velocities at the prescribed location downstream, which was chosen to be 8 cm downstream of the 
back face of the fan hub.  The result of this comparison is shown in Figures 14 through 18.   

The LES prediction compares well with the experimental measurements, both in terms of mean and 
standard deviation of the velocity components.  We consider the good match in the second-order 
statistics as an indicator that LES is able to predict well the small-scale structures of the flow, which 
are responsible for the broadband noise. 

CONCLUSIONS  

We have performed a Large Eddy Simulation of an engine cooling fan as a part of a larger effort in 
the area of computational noise prediction.  To evaluate the quality of LES flow prediction we 
compared the results from the simulation to experimental measurements of pressure rise, shaft 
torque and PIV measurements for the flow velocities in the fan wake.  The results show that LES 
captures the gross measurement parameters successfully as well as the mean and STD values of 
flow velocity components in the fan wake (although only one measurement location is mentioned in 
the paper, multiple locations in the fan wake were considered, all with comparable results).   

Although the LES approach tends to be more computationally expensive than the industry-standard 
URANS, it has a distinct advantage of being able to capture the unsteady flow with high degree of 
fidelity, including energetic structures in the inertial range of turbulence that are responsible for the 
broadband component of the flow-borne noise.   

We have not found the cost of the simulation to be overly prohibitive.  This is in large part due to 
the good scalability of the LES code VIDA that we employ and also due to the advances in HPC 
speed and accessibility. 

Overall we are confident that LES has a strong potential in the area of flow modeling for turbo-
machinery, as well as to be a part of the noise prediction workflow during industrial product 
development process. 
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